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Trends and Challenges in Pre-training Data Curation

Trend Research Question

Collect from multiple known sources How to mix and balance domains when domain labels are 
known?

Crawl the open web How to organize and mix data to construct a good data blend 
when domain labels are missing?



Expectation

•Quality and Efficiency: High quality data leading to better data efficiency

•Diversity: Data diversity matters, we need domain-aware data
•Search: Neural Data mixtures as an optimization problem



Pilot Study



Exploration

•Data Organization: CLIMB-Clustering
• Clustering

• Cluster huge data into different clusters based on semantic meaning
• Data quality and data diversity

• Neural Classifier
• Prompt Teacher model to generate data to train classifiers
• More fine-grained scores with clear criteria and efficient classifiers

• Data Mixing: CLIMB-Search
• Lightweight Proxy Model 
• Predictor Training



Data Clustering

• Step 1: Embedding. Convert texts to embedding vectors
• Embedding Model: stella_en_400M_v5 (400M, dim=1024)

• Step 2: Clustering. 
• Clustering algorithm: K-Means

• Step 3: Cluster Pruning.
• Verify each cluster based on some proxy
• High- (keep), Medium- (drop), Low- (drop) quality clusters



Qualitative Analysis of Data Clustering

• Finding #1: clustering could deduplicate docs (semdedup).

• Finding #2: identify bad data semantically

https://arxiv.org/abs/2303.09540
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Qualitative Analysis of Data Clustering

• Finding #2: identify bad data semantically



Neural Classifier

• Step 1: Leverage larger teacher model (Nemotron-340B) 
evaluating a subset of pre-training data.

• Step 2: With teacher’s generation, train fasttext-based quality 
classifiers

• Step 3: Filter cluster with model-based quality classifiers



Qualitative Analysis
of Clustering-based Data Filtering

• Step 1: Clustering Nemotron-CC-HQ (500B tokens) into 1000 clusters

• Step 2: Train several classifiers: advertisement > 2, educational > 1 based on the annotations from Nemotron-340B

• Step 3: Apply classifiers to filter bad clusters out

HQ Filtered out Total
# of clusters 875 125 1000
# of samples 661M 84M (10%) 746M

(\n<<<EVERY ORDER FROM THIS SALE RECEIVES A 
FREE GIFT VALUED AT $25!>>>\n\nI have this, bought 
from COTD, and the biggest problem is, after changing 

bits a few times, the bits keep falling out as there's 
not enough inside the holder to grab them. 

Advertisement Adult Content

{"text": "paid $21.87 for an iPaad 2657 which only 
cost me $62.81 to buy. Here is the website we use to 

get it all from,"}

Garbage Content



CLIMB-Clustering
Clustering-based Data Filtering

• Results on Nemotron-CC-HQ (500B tokens) data looks promising
• CLIMB-Clustering does not hurt performance, offers gains to MMLU and Math.
• It also has great potential to reduce the model’s toxicity.
• Apply the same process to larger, lower-quality datasets, expect even greater improvements

• Note: the original data is of high-quality.

Data Avg_MMLU Avg_code Avg_Math Avg_other Avg.

Nemotron-CC-HQ 35.80 26.68 21.91 49.71 29.14

-good 36.53 26.54 22.82 49.89 29.57



CLIMB: the approach



CLIMB algorithm

1. Embedding all documents into semantic space with embedding models.

2. Grouping all embeddings into N clusters via clustering algorithm (e.g., K-Means).

3. Identifying and filtering bad clusters with quality filters and merging good clusters into M super-clusters. 

4. With the remaining high-quality clusters, searching the optimal mixture weights to combine them. This step, we will train proxy models 
and a regression model to predict the optimal mixture weights.



Experiments

• Pre-training
• Phase1
• Phase2
• Phase3
• Phase4

• Implementation
• Embedding Model: NovaSearch/stella_en_400M-v5
• Clustering: K-means into 1000 clusters
• Cluster Merging: reduce the clusters from 1000 to 240 with neural classifiers, then group into 21 clusters based on distance.
• Iterative Bootstrapping: 64, 32, 16 searches in the first, second, and third iterations.
• Predictor Training: LightGBM regression model, L1 and L2 regularization, early stopping, max_depth=4 to prevent overfitting.



Phase2 Pre-training

• Starting point: Phase1 Pre-trained on 10T tokens (dclm and txt360) using warmup-stable-decay LR schedule

• Proxy Model: 350M Transformer, Target Model: 1B Transformer

• Starter Data: Nemotron-CC + smollm-corpus

• CLIMB: 21 clusters containing 800B tokens
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Analysis – Domain Adaptation



Ablation Study

1. More compute in search, better performance
2. Balance search depth and breadth.
3. Proxy model size could be reduced.
4. Robust to number of clusters
5. Robust to initialization method



New Datasets
Phase1 pre-training

Starting point: smollm (300B) + Nemotron-CC-HQ (500B) + Nemotron-CC-HQ-Synthetic (500B)

1. ClimbLab: a 1.3-Trillion-token corpus with 20 clusters. Based on Nemotron-CC and SmolLM-corpus, we apply CLIMB-clustering 
algorithm to cluster and filter data. This is a good playground for data mixing research.

2. ClimbMix: a 400-Billion-token corpus for efficient LM pre-training. Based on ClimbLab, we apply CLIMB-search algorithm to identify the 
optimal data mixture and create a compact yet powerful corpus.

ClimbLab (1.2-trillion-token)

Cluster 1 Cluster 2 Cluster 20

……

0.2        :  0.1                    :  0.15
(weights assigned to clusters)

ClimbMix (400-
billion-token)



Thank you!
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