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Reference: Brown et al. (2020)

- Understanding: Get insights on in-context learning.
- Building: Use these insights to design new sequence models

In-Context Learning (ICL)
→ no parameter updates

MesaNet Origin | LLMs are few-shot learners
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- To generate a sequence, sample an initial state        and run

- “The world is large”: every sequence comes from new              matrices 

or

→ minimize next-input prediction error 
online by stochastic gradient descent

MesaNet Origin | An autoregressive toy model 

6Reference: Vaswani et al. (2017)
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Predictions improve with 
sequence length and # layers
In-context learning according 
to Kaplan et al. (2020)

Some weights are sparse and
highly structured
Suggestive of an algorithmic solution

Past inputs can be read out from the 
internal representation of current input
Robust phenomenon analyzed by Olsson 
et al. (2020) in natural language tasks
Co-occurs with sharp increase in 
in-context learning performance
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MesaNet Origin | First inspection of the toy model 



Subsequent attention layers:
Learn linear model   

using an efficient gradient-based mesa-optimizer
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First layers:
- Apply nonlinear transform through MLP
- Bind k inputs into aggregate representation

(k depends on degree of partial observability)

cf. Hubinger et al. (2021)

MesaNet Origin | Reverse engineering trained transformers
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We construct a multi-attention layer algorithm for minimizing the in-context loss:

- Attention can precondition inputs, which speeds up optimization. With sufficiently
 many attention layers the optimal preconditioning is approached:

- Attention can take a gradient step                   on the loss. A single step suffices for
 optimally preconditioned inputs.

10

preconditioner regularizer

MesaNet Origin | Theoretical attention-based optimizer
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preconditioner regularizer

MesaNet Origin | Theoretical attention-based optimizer

Important insight for Mesa layer: Both these terms can be computed in-parallel fashion 
over the sequence length by attention layers. In particular, we discuss how to compute the 
inverse x vector product with (accelerated) Newton-Schulz. 



Early MLPs provide basis functions for 
nonlinear sequences
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Preconditioning improves with 
sequence length and depth

Theoretical model fits trained model
(Theoretical model hyperparameters tuned 
for best performance, not to fit 
transformer)

MesaNet Origin | Evidence for theory



- Evaluate out-of-distribution on supervised regression task

- Toy model for GPT-3 in-context learning findings of Brown et al. (2020)

- Toy model for prompt fine-tuning

13

MesaNet Origin | Resulting transformer is a few-shot learner

finetune over many sequences to improve prediction of



- Mechanistically interpretable model of gradient-based ICL/mesa-optimization

- Transformers develop in-context version of a classical machine learning algorithm: 

Learn linear model after fixed nonlinear transform → good OOD generalization/transfer expected

- Maximum likelihood estimation without explicitly inferring generator matrices 

(cf. algorithms from data-driven control theory)

- Large enough generator diversity is needed 

→ Raventós et al. (2023) analyze the transition to the algorithmic solution studied here

14

MesaNet Origin | Uncovering mesa-opt in transformers
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Our findings suggest a motif for designing neural sequence models:
- Sequence inputs specify layerwise objective functions;
- Each layer solves its own local learning problem;
- MLPs interconnect many such layers.

Bring local learning ideas explored in computational neuroscience to the fast 'in context' 
processing timescale

- Rely on backpropagation to discover how to usefully orchestrate local learners
(cf. 'fast weight programmers', Schmidhuber 1992)

16

MesaNet | Sequence modeling by stacking local learners

References: Schmidhuber (1992), Lillicrap et al. (2015), Nokland & Eidnes (2019), Veness et al. (2021), Hinton (2022)
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…
cache

time

Softmax self-attention stores the entire past
→ compute and memory cost per time step grows linearly with sequence length

query

keys

values

MesaLayer | Softmax self-attention
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Linear self-attention admits efficient implementation: recursively update state matrix 
→ compute and memory cost per time step is constant

MesaLayer | Efficient linear self-attention

References: Schmidhuber (1992), Katharopoulos et al. (2020)
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- Learn linear key-value map using local Hebbian rule
- Store t associations in |v||k| weights
- Key idea behind many recent recurrent neural network 

alternatives to transformers (e.g., Mamba, xLSTM)

- Soft nearest-neighbor memory retrieval using
dot-product similarity kernel

- Store t key-value pairs explicitly

MesaLayer | Associative memory view of attention

References: Hebb (1949), Oja (1982), Schlag et al. (2021), Gu & Dao 
(2023), Yang et al. (2023), Beck et al. (2024)

References: Vaswani et al. (2017), Krotov & Hopfield (2021), 
Ramsauer et al. (2021)



MesaLayer | Sequence layers as local learning

20References: Wang et al. (2024), von Oswald et al. (2023)

“MesaNet vs. DeltaNet is roughly analogous to Recursive Least Squares vs. Least Mean Squares in the signal 
processing literature—making MesaNet the more powerful of the two”  - Songlin Yang



MesaLayer | Current RNN overview
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Derive a sequence modeling layer from a learning objective function
- Hardwire the recipe discovered by our toy trained transformers

- Improve generalization and memory capacity of Hebbian learning

- Value      plays the role of an internally generated target for local learning

- Forget factor                determines how strongly an association is learned/retained

Local Learning 
Objective:

MesaLayer | Attention as locally-optimal learning



layer output
(predict using learned model)

local learning objective

internal state variables

linear attention

can use solver of choice
here: conjugate gradient method

MesaLayer | The Mesa layer: Locally Optimal Test-Time Training

Many of the previous layers can be motivated by online GD on a squared regression loss.
Mesa layer takes this to an extreme: 

😰
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MesaLayer | Chunkwise parallel training

Softmax

Linearized
Softmax

Mesa

with
Approximate with the the 
conjugate gradient method 
in parallel!

24



MesaLayer | Conjugate Gradient Method in parallel 

25
= GLA computation

Attention: Numerics are problematic here



MesaNet | Runtime on H100

26
Check code here 

Mesa layer consists of running many steps of GLA to approximate
for many t in parallel and finally a last GLA step to compute   

https://github.com/fla-org/flash-linear-attention/blob/main/fla/layers/mesa_net.py
https://github.com/fla-org/flash-linear-attention/blob/main/fla/layers/mesa_net.py


MesaLayer | Dynamic Test-Time Compute Allocation  

Inside the conjugate gradient method:

→ Mesa layer dynamically allocates test-time flops, in a data dependent manner
27



MesaNet | Model overview
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MesaNet in a Synthetic World MesaNet in a Language World

MesaNet | Evaluation Outlook

Synthetic Data
(MAD, RegBench) SlimPajama

MesaNet & 
HawkMesa

(vs. Hawk, Mamba2, GLA, xLSTM, 
DeltaNet, Gated DeltaNet & 

Transformer)

PPL Reasoning 
(MC)

In-Context 
Recall Few-ShotSynthetic Evals

Params: {145M, 450M, 970M}
Token: {15B. 50B}

→ Sweep LR’s
→ Identical Data Ordering

MesaNet & 
HawkMesa

(vs. Hawk, Mamba2, GLA, xLSTM, 
DeltaNet, Gated DeltaNet & 

Transformer)



MesaNet | Synthetic Benchmark: MAD

Synthetic Benchmarks for Architecture Design
- In-Context Recall (Clean, Noisy, Fuzzy)

- Selective Copying

- Compression

- Memorization

Reference: Poli et al, Mechanistic Design and Scaling of Hybrid Architectures, 2024 31

Eval Setup:  2-Layer models / Sweep over optimization params / Report best



MesaNet | Synthetic Benchmark: RegBench

(1) Training

(2) Evaluation

Reference: Akyürek et al., In-Context Language Learning: Architectures and Algorithms, 2024 32

Model Setup: Best performance across a sweep over

+ Optimization Hyperparameters
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MesaNet | Evaluation Outlook

Synthetic Data
(MAD, RegBench) SlimPajama

MesaNet & 
HawkMesa

(vs. Hawk, Mamba2, GLA, xLSTM, 
DeltaNet, Gated DeltaNet & 

Transformer)

PPL Reasoning 
(MC)

In-Context 
Recall Few-ShotSynthetic Evals

Params: {145M, 450M, 970M}
Token: {15B. 50B}

→ Sweep LR’s
→ Identical Data Ordering

MesaNet & 
HawkMesa

(vs. Hawk, Mamba2, GLA, xLSTM, 
DeltaNet, Gated DeltaNet & 

Transformer)

Do these 
findings

 transfer?

Downstream Benchmarks
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MesaNet | Sliding-Window-Attention (SWA) as a Control

- We know that linear layers suffer at in-context recall if 
the context is large enough
Q: How long is the attention span of these models?

- SWA with varying window sizes w as a control
- Perfect recall within window
- Constant per-token memory and compute cost

- Q: How much window size do SWA models need to 
be competitive on PPL and benchmarks?

(Figure from Arora et al, 2024)

=w



MesaNet | Perplexity (PPL) is all that counts!

(not meant to be readable)
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1B models trained on 50B tokens

36

- Trends hold across model sizes & number of training tokens!



MesaNet | Perplexity (PPL) is all that counts!

- Trends hold across model sizes & number of training tokens!
- SWA-1024 is a very competitive baseline (especially in the 50B token regime)

Q: How much should we trust PPL when comparing different architectures?
37

1B models trained on 50B tokens

(not meant to be readable)



MesaNet | Aggregated PPL masks important model differences

- Conditioning on token position + taking the delta 
w.r.t. Transformers reveals interesting differences

- Recurrent models are better than transformers 
early-in-the sequence
→ Majority of models: up to 256 tokens
→ Mesa & Hawk-Mesa: beyond 512 tokens

- Only Hawk beats Mesa early in the sequence,
 but deteriorates already around 64 tokens
→ Motivated Hybridization of Hawk & Mesa (1B models trained on 50B tokens)

38
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Take-Away Never solely look at aggregated PPL 
scores when comparing different model families.



MesaNet | Advantage window gets smaller with more tokens

40
→ The advantage window of linear models w.r.t. Transformers becomes smaller with more tokens 



MesaNet | How well do recurrent models work at long context?

41

1B models trained on 50B tokens



MesaNet | How well do recurrent models work at long context?

→ Gated-DeltaNet outperform MesaNet beyond 4k tokens
→ But: SWA-1024 achieves competitive scores

M
ea

n-
so

-f
ar

 P
PL

42



MesaNet | Three types of downstream benchmarks

43

- Zero-Shot Reasoning

- In-context Recall

- Few-Shot Learning
- Word Scrambling 

Tasks
- Translation
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MesaNet | How well perform SWA models?
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- Zero-Shot Reasoning

- In-context Recall

- Few-Shot Learning
- Word Scrambling 

Tasks
- Translation

MesaNet | How well perform SWA models?

Global Benchmarks
→ longer context 

ranges are of benefit

Local Benchmarks
→ solvable through local heuristics
→ too hard and hence noisy signals

45



MesaNet | How well perform SWA models?
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→ Scores generally improve with an increasing attention window w
→ But relevant information is not distributed equally across context length
      e.g., FDA: Most relevant information is part of the header

- Zero-Shot Reasoning

- In-context Recall

- Few-Shot Learning
- Word Scrambling 

Tasks
- Translation



MesaNet | How well perform SWA models?
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→ Scores improve with increasing an attention window w

- Zero-Shot Reasoning

- In-context Recall

- Few-Shot Learning
- Word Scrambling 

Tasks
- Translation



MesaNet | Downstream Benchmarks: Zero-Shot Reasoning
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→ Global Benchmarks: MesaNet & Transformer >= other RNNS 
→ Local Benchmark: All models perform very similar – Hawk is surprisingly strong here



MesaNet | Downstream Benchmarks: In-Context Recall
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→ Transformer >> MesaNet > other RNNs 
→ MesaNet exceed SWA-1024



MesaNet | Downstream Benchmarks: Few-Shot Learning
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→ Word Scramble: MesaNet > Transformer >= Other RNNs
→ Translation: Transformer >> MesaNet >= Other RNNs



MesaNet | Inference Optimizations → Downstream Degradation

Two ways to reduce compute during inference: 
1)  Uniformly decrease CG steps
2) Apply a higher stopping criterion to end the CG method early

51



MesaNet | Colab Tutorial (GPU-based)
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Try it out :) 



Thank you! Floor is Open for Questions :) 
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Feel free to reach out:
 

Johannes von Oswald: jvoswald@google.com
Nino Scherrer: scherrernino@google.com 
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