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MoBA

● Paper: https://arxiv.org/pdf/2502.13189

● Code: https://github.com/MoonshotAI/MoBA



MoBA

● Full Attention

● MoBA:



Transformer-XL

● Transformer-XL can be viewed as special case of MoBA where

● a pre-defined gating function that only attends to the most recent block

● now grad to historical blocks



FastMoE

● Expert-parallel

● Easy-to-use in Megatron

He, Jiaao, Jiezhong Qiu, Aohan Zeng, Zhilin Yang, Jidong Zhai, and Jie Tang. "Fastmoe: A fast 
mixture-of-expert training system." arXiv preprint arXiv:2103.13262 (2021). 
https://github.com/laekov/fastmoe



Implementation



Combine with online softmax



Speedup



Scaling Law



Fine-grained expert -> fine-grained block



Hybrid Strategy of MoBA

● Hybrid Training: 90% tokens with MoBA + 10% with Full Attention

● Layer Hybrid:  switch the last several layers from MoBA to full attention



The post-training recipes (from short to long)

● CoT of MoBA



MoBA v.s. Full



From MoE to MoBA



MoBA v0.5

● Cross Attention + Self Attention + FFN

● Bad news: introduce new layers/parameters



MoBA v1.0

● MoBA but with a MoE-style weighted sum



MoBA with Context Parallel

● MoE has expert parallel to support a large number of experts

● Place KV blocks distributedly ... 

● Bad news: load balance...



Thank You!


