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Implicit Language Modelling

𝑥! 	 + 	 5𝑥	 − 6	 = 	 0

ØExpressivity

ØParallel Training

ØScalable 



“swap ball 1 and 3, swap ball 3 and 5, 
swap ball 4 and 2, ..”
Where does ball 5 end up?

𝜎! 𝜎" 𝜎#
(2,4,5,3,1) ∘ 5,4,2,3,1 = (1,3,4,5,2)

𝜎# 𝜎$ 𝜎%
LLM(𝜎&'"; 𝜎&) 	→ 𝜎&("

Can LLMs learn the algorithm to calculate the next element?

𝜎#
(2,4,5,3,1) ∘ 5,4,2,3,1 = (1,3,4,5,2)

𝜎# 𝜎$ 𝜎%
LLM(𝜎&'"; 𝜎&) 	→ 𝜎&("

Can LLMs learn the algorithm to calculate the next element?

(2,4,5,3,1) ∘ 1,3,5,4,2 = (2,4,5,3,1)

Puzzles

Math

Reasoning with LLMs
Code Evaluation



𝜎" 𝜎# 𝜎$ 𝜎% 𝜎) 𝜎* 𝜎+

𝜎",# 𝜎":$ 𝜎":% 𝜎":) 𝜎":* ?

Model

𝑆) Permutation composition
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Model
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𝑆) Permutation composition



GPT-like models cannot track state
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Transformer models are fixed-depth

Ø This provably limits what they can express

Ø Notably, they cannot (really) track state*

*They often learn shortcuts

The Illusion of State in State-Space Models
Merrill, W., et.al 2024

A Formal Hierarchy of RNN Architectures
Merrill, W., et al 2020
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𝑆! → 𝐴!

𝐴;

What does it take to solve this task?

The Illusion of State in State-Space Models
Merrill, W., et.al 2024



What does it take to solve this task?

Transformer

Increasing 
layers
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Constant 
layers

Constant 
layers

RNNs SSMs Implicit LM

Parallel Sequential Parallel Parallel

Constant 
layers

Increasing 
layers

The Illusion of State in State-Space Models
Merrill, W., et.al 2024

A Formal Hierarchy of RNN Architectures
Merrill, W., et al 2020

Existing methods Our contribution
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Implicit State Space Models

Simultaneous training
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Sequential inference
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Fixed	point	1 Fixed	point	2 Fixed	point	3 Fixed	point	4

One/multi token fixed-
point inference
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Implicit State Space Models
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Duality between parallel and sequential mode

Pile



Training Implicit Models

One training step

Ø 1- Fixed-point search:

Ø 2- Phantom gradients: 

On Training Implicit Models
Geng z et. al. 2022

• 𝑧#$% = 1 − 𝜆 𝑧# + λ𝑓 𝑧#, 𝑥

• 𝑧# = 𝑓 𝑧#&%, 𝑥
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Why Implicit LLMs are RNNs?
ℎB = 	𝛬 𝑥B ℎBCD 	+ 	𝑢(𝑥B)

𝑦B 	= 𝑓E(ℎBCD, 	𝑥B )

Theorem 1. Consider an implicit SSM defined by equations (1) and (2). 
Then the transition function ℎ!"#

∗ → ℎ!
∗  is non-linear and non-diagonal. 

Consequently, the state-to-state Jacobian is a non-diagonal operator.

𝑧B∗ = lim
G→H

𝑧BG

ℎB∗ = lim
G→H

ℎBG𝑧BCD∗ = 𝑓E 𝑧BCD∗ , ℎB∗, 𝑥B

ℎB∗ = 𝛬 𝑧BCD∗ , 𝑥B	 ℎBCD∗ + 𝑢 𝑧BCD∗ , 𝑥B
	

ℎB
G = 𝛬 𝑧BCD

GCD , 𝑥B	 ℎBCD
G + 𝑢 𝑧BCD

GCD , 𝑥B

𝑧BCDG = 𝑓E 𝑧BCD
GCD , ℎB

G , 𝑥B

	 Eq.1

Eq.2
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Why Implicit LLMs are RNNs?

Theorem 1. Consider an implicit SSM defined by equations (1) and (2). 
Then the transition function ℎ!"#

∗ → ℎ!
∗  is non-linear and non-diagonal. 

Consequently, the state-to-state Jacobian is a non-diagonal operator.



Lifting the “Illusion of state”: Word-problem
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𝑆! (in distribution) better 𝑆! (out of distribution)better

100%	 Test	accuracy



Catbabi dataset: a bag of reasoning tasks

17

Single	supporting	fact
Three	argument	
relations

Agent's	
motivation

Basic	d
eductio

n

Basic	induction

…



Implicit SSMs outperform explicit models in 
Catbabi reasoning
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Longer sequence complexity Task complexitybetterbetter



Implicit Large Language Models

Implicit Llama and Mamba2

ØSize: 1.3B, 760M, 350M, 130M

ØDataset: Pile (207B tokens)

ØCurriculum Training 

30% (24+4) 

20% (24+4)

10% (24+4)

(4+1)



Implicit Large Language Models are Parameter 
Optimal

better



DEQ LLMs outperform baselines in HellaSwag



Downstream task performances
Llama
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Downstream task performances

Mamba2

Llama

76
0M

1.
3B

76
0M

1.
3B



Test-time compute performance
Implicit Mamba2 1.3B Implicit Llama 1.3B



Summary & Outlook
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1. Theoretically showed that Implicit SSMs are RNNs

2. Lifting the illusion of state space models

3. Scalable Implicit training up to 1.3B

4. Improved state tracking and broader down stream task in llama and 
Mamba2

What we did:


