
Progress in AI has been due to scaling 2 things:



While compute is growing data is not growing!

Ilya Sutskever - Test of time talk @ NeurIPS 2024



We will loose out of unique data by 2028

Villalobos et al  “Will we run out of data? Limits of LLM scaling based on human-generated data”



We need more data-efficient algorithms to  
keep the scaling trend going..



Primarily there have been 2 algorithms for scaling

Autoregressive objective proposed in Text: GPT 2 Diffusion objective proposed 
 in Vision- DDPM

The only difference between the two is the factorization of the 
joint distribution!

Both objective maximize joint likelihoods



Success of both Diffusion and AR has created  
both excitement and confusion. 

Language community is exploring diffusion on text.

D3PM introduced discrete diffusion on text, 
that does forward diffusion via random 
masking

PLAID applied commonly used continuous 
diffusion (via gaussian noise) on text, by 
first projecting discrete text tokens first to 
embeddings and then doing standard 
diffusion. 



Success of both Diffusion and AR has created  
both excitement and confusion. 

Lot more papers doing diffusion on text:

• Diffusion-LM – Diffusion Improves Controllable Text Generation (NeurIPS 2022)
• AR-Diffusion – Auto-Regressive Diffusion for Text Generation (NeurIPS 2023)
• SEDD – Score Entropy Discrete Diffusion (arXiv 2024, analysis paper)
• DiffuSeq – Sequence-to-Sequence Text Generation with Diffusion Models (ICLR 2023)
• SeqDiffuSeq – Sequence-to-Sequence Diffusion Model with Self-Conditioning (NAACL 2024)
• LLaDA – Large Language Diffusion Model from Scratch (arXiv 2025)
• DiffusionBERT – Improving Generative Masked LMs with Diffusion (arXiv 2022)
• CodeFusion – A Pre-trained Diffusion Model for Code Generation (EMNLP 2023)
• Block Diffusion: Interpolating Between Autoregressive and Diffusion Language Models (ICLR 2025)
• Bit Diffusion – Analog Bits: Generating Discrete Data using Diffusion Models (ICLR 2022)
• RDLM – Continuous Diffusion Model for Language Modeling (arXiv 2025)
• EDLM – Energy-Based Diffusion Language Models for Text Generation (arXiv 2024)

https://arxiv.org/abs/2310.17680


Success of both Diffusion and AR has created  
both excitement and confusion. 

Similarly Vision community is exploring Autoregressive on Images.

PARTI trained a foundational autoregressive 
model for image generation objective. 

VAR introduced scale Autoregressive and 
achieved state-of the-art on image 
generation benchmarks.



Success of both Diffusion and AR has created  
both excitement and confusion. 

Lot more papers doing Autoregressive on images:

• ImageGPT – Generative Pretraining from Pixels (OpenAI, 2020)
• RQ-Transformer – Residual Quantization for Scalable Autoregressive Image Modeling (CVPR 2022)
• MQ-VAE + Stackformer – Masked Vector Quantization for Fast and High-Fidelity AR Models (CVPR 2023)
• NFIG – Next-Frequency Image Generation (arXiv 2025)
• CART – Compositional Auto-Regressive Transformer (arXiv 2024)
• DALL-E – Zero-Shot Text-to-Image Generation (arXiv 2021)
• LlamaGen – Large Language Model-based Autoregressive Image Generation (arXiv 2024)
• RAR – Randomized AutoRegressive Models for Bidirectional Visual Generation (arXiv 2024)
• Emu3 – Next-Token Prediction is All You Need (arXiv 2024)
• CAR – Controllable Autoregressive Modeling for Visual Generation (ICLR 2025)
• Chameleon – Mixed-Modal Early-Fusion Foundation Models (arXiv 2024)
• Anole – Open Autoregressive Multimodal Models for Image-Text Generation (arXiv 2024)



Similar confusion in Robotics.
Papers doing Autoregressive

• FAST: Efficient Action Tokenization for Vision-Language-Action 
Models (arXiv 2025)

• RT-1 – Robotics Transformer for Real-World Control at Scale (RSS 2023)
• ARM4R – Pre-training Auto-regressive Robotic Models with 4D 

Representations (arXiv 2025)
• CARP – Visuomotor Policy Learning via Coarse-to-Fine Autoregressive 

Prediction (arXiv 2024)
• HMA – Heterogeneous Masked Autoregression for modeling action-video 

dynamics (arXiv 2024)
• Decision Transformer – Reinforcement Learning via Sequence Modeling 

(Chen et al., NeurIPS 2021)
• ARP – Autoregressive Action Sequence Learning for Robotic 

Manipulation (Zhang et al., CoRL 2024)
• Q-Transformer – Scalable Offline Reinforcement Learning via 

Autoregressive Q-Functions (Chebotar et al., CoRL 2023)

Papers doing Diffusion

• Diffusion Policy – Visuomotor Policy Learning via Action Diffusion 
(Chi et al., RSS 2023)

• 3D Diffuser Actor – Policy Diffusion with 3D Scene Representations 
(Ke et al., CoRL 2024)

• 3D Diffusion Policy – Generalizable Visuomotor Policy Learning via 
Simple 3D Representations (Ze et al., RSS 2024)

• ChainedDiffuser – Unifying Trajectory Diffusion and Keypose 
Prediction for Robotic Manipulation (Zhou et al., CoRL 2024)

• SkillDiffuser – Interpretable Hierarchical Planning via Skill 
Abstractions (Liang et al., CVPR 2024)

• DiffusionVLA – Scaling Robot Foundation Models via Unified Diffusion 
and Autoregression (Wang et al., 2024)

• DiffuserLite – Towards Real-time Diffusion Planning for Robot 
Manipulation (Liu et al., 2024)

• ContactDiffusion – Learning Contact-Rich Manipulation via Diffusion 
Models (Simeonov et al., 2024)



Background: How Autoregressive LLMs work -

They model data distribution in a left-to-right manner



Background: How Diffusion LLMs work -

Forward Noising Process for Discrete Diffusion:

Forward Noising Process for Continuous  Diffusion:

Objective for Discrete Diffusion:



However Prior methods show worse results for  
Diffusion on Text

Numbers taken from: Sahoo etal “Simple and Effective Masked Diffusion Language Models”

- Discrete Diffusion does better than Continuous Diffusion on Text
- Autoregressive still does the best



Prior works show diffusion requires 16x more compute  
than  Autoregressive

Nie et al  “Scaling up Masked Diffusion Models on 
Text”

Diffusion
AR



We disentangle data and compute —

Does diffusion require 16x more compute or 16x 
more data? 

Prior works conflate data and compute in a single plot

We study the diffusion and autoregressive models 
 in data-constrained settings



Diffusion Beats AR in Data-Constrainted Settings

Mihir Prabhudesai*, Mengning Wu* , Amir Zahed, Katerina Fragkiadaki, Deepak Pathak
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Our hypothesis -

Diffusion could be understood as implicit data augmentation on Autoregressive 
Training

And one should do Data Augmentation only when they are data bottlenecked!

Prior works get worse results than Autoregressive, as everyone has been training 
Diffusion LLMs in single-epoch settings!



We study Diffusion Models in Data-constrainted Settings

We train 200+ Diffusion and AR models at different dataset and Flop budgets



1 Epoch: 
Chinchilla Optimal 
2.37e+15
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Critical 
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Critical 
Compute Point

1 Epoch: 
Chinchilla Optimal 
1.48e+14

1 Epoch: 
Chinchilla Optimal 
2.37e+15

Pareto optimal tradeoff of validation loss and flops.

- Diffusion Beats AR after a certain number of flops, which is much higher  
  than Chinchilla 1 epoch flop count.



How compute is distributed over parameters and epochs

- Best Diffusion model beats the best Autoregressive model. Loss 3.71 vs Loss 3.55

- Autoregressive does better than Diffusion at 1 epoch. Loss 7.07 vs Loss 10.65 
- Autoregressive achieves it’s best loss at 50 epochs, after which it overfits
- Diffusion achieves it’s best loss at 500 epochs, no signs of overfitting even then



We fit data-constrained scaling laws on these models.

Villalobos et al  “Scaling Laws for Neural Language Models”

Hoffmann et al  “Training Compute-Optimal Large Language Models”

found for AR in single-epoch setting

Learnt constants

Parameters Training Tokens



We fit data-constrained scaling laws on these models.

Muennighoff et al  “Scaling Data-Constrained Language Models”

found for AR in multi-epoch setting

Effective number  
of Tokens

Half-Life of Data Reuse

Effective  
number of 
Parameters

Effective  
number of  
Training Tokens



We fit data-constrained scaling laws on these models.

Half-life of data-reuse



 Decay rate of data value under repetition.

- Fitted scaling law curves (solid line), accurately follows the empirical datapoints 

- Diffusion models have a much lower decay rate of data value under repetition.



Iso-Flop Training curves with different epochs

- We maintain the same number of Flops, and train for different epochs and data fractions
- For instance, 2 epoch with 50% unique data or 100 epochs with 1% unique data
- For diffusion, the training curves look similar but for AR there is a meaningful gap

Autoregressive Diffusion



Extrapolated Scaling laws

Repeating for 4 epochs is 
almost as good as new data

Repeating for 100 epochs is 
almost as good as new data

- At different Flop counts, AR and Diffusion loss curves, solid Line represents data-constrained  
setting (multi epoch), while dotted line represents unique data setting (single epoch)

- AR gives the same loss as fresh data until 4 epochs, diffusion gives the same loss as fresh data  
until 100 epochs.



Downstream Results



When to use Diffusion over AR?

Solve for  Ccrit



When to use Diffusion over AR?

Equation to predict the flop counts after which Diffusion beats AR 
for any given unique data tokens (U)



When to use Diffusion over AR?

- For any given number of unique data tokens (U), we can predict the exact number of flops 
(Critical compute point) after which Diffusion beats AR

- We find the critical compute point has a log linear relationship  
with the number of unique tokens



Conclusion

If you are compute bottlenecked —>AR.  
 
If you are data bottlenecked  —> Diffusion.

In Robotics

Simulation Training —>AR.  
 
Real world Training  —> Diffusion.



Twitter Peer Review







Our rebuttal:
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Our rebuttal:



Lucas replied to our rebuttal:



We tried this experiment out:



We tried this experiment out:



- Potentially could allow one to interpolate between data & compute efficiency.

Token ordering explains diffusion’s data efficiency.



A concurrent work (came after 3 weeks of our release),  
also validated our core findings:

Jinjie etal. “Diffusion Language Models are Super Data Learners”


