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NN(params, state) -> response

Training

Dataset

Inference

Context

Attention state 
is KV cache



Parameter scaling is well understood

State scaling works the same

(Mamba-2, 2023)



Transformers have far larger states:

Attention   O(ldt)

LSTM        O(ld)
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Why will transformers lose?

•State gets too large

…when we train at long context.



Weight-state FLOP ratio (WSFR) should be balanced!



Sliding window attention seems to fix balance

(Mistral et al 2023)



…but windowed attention performs worse than 
an RNN at equivalent state sizes



Llama Team et al, 2025

In-context learning curve on negative log likelihood:



Attention Windowed Attention RNN

Window size Effective context



Other ways to fix balance of transformer?

State shape: [layers, time, heads, features]

windowed shrinks thishybrid shrinks this

gqa shrinks this

latent attention shrinks this



RNNs seem to outperform regardless
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From attention

to linear attention

with state embedding



Linear attention

has an equivalent recurrent form



Attention form + recurrent form -> chunk-wise form

attention on c elements

influence on futureinfluence from past

output



Chunk-wise, RNNs are GPU-friendly!
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Sliding windowed attention shrinks a KV cache.

What if instead we enlarge an RNN state?



From attention

to power attention



Let 

Then:

(outer product of x with itself, p times)

…so power attention is linear attention!



TPOW produces a symmetric tensor

x = [a, b, c]
TPOW2(x) = [aa, ab, ac 
            ab, bb, bc  

             ac, bc, cc]

SPOW2(x) = [aa, ab, ac, bb, bc, cc]

SPOW produces unique elements of that tensor…

We can find even better embeddings!



…scaled by coefficients based on the count:

which gives:



Recap:

Linear attention +    = power-p attention

Can be computed chunk-wise in O(t) FLOPs

State size can be expanded independent of params with p:



Can we find an RNN that is

•GPU-friendly? 

• Large state?

Time to see power attention in action…



Power attention balances the WSFR



Power attention in-context learning is better 
than equivalent windowed attention



Power attention scales with conventional axes



Power attention dominates on long-context training



Trend holds at scale (1.5B parameters, 32k context)



https://github.com/m-a-n-i-f-e-s-t/power-attention
Hardware-aware kernels available open-source:

FLA pull request  
coming soon!

https://github.com/m-a-n-i-f-e-s-t/power-attention
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